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Abstract. Program verification is unusable. But perhaps not useless. The quality
of feedback produced by most verification tools makes it virtually impossible to
use them without an extensive background in formal methods. This position paper
proposes a research agenda that seeks to overcome these difficulties, aiming to
enable well motivated users to take advantage of verification tools.

0 Background

The prospect of formally verifying a piece of software as it is being built, or after it has
been built, has strong appeal. Applying program verification in this way may eliminate
a number of otherwise latent defects in the final software product, because the verifier
considers all possible inputs, all possible control paths, and all possible interactions
with the environment. If the program verifier performs modular verification, one can
verify a software module early in the development cycle, before the completion of other
modules on which it will eventually rely. As is well known, defects are cheaper to
correct earlier in the development cycle.

Everything comes at a price. To be useful, the application of a program verifier must
stand out as a cost-effective alternative to other means of ensuring program reliability.
In other words, the additional reliability that one hopes to gain from the verifier must
outweigh the additional cost of using the tool. The dominant alternative today is various
forms of testing.

Before considering the application of program verifiers further, let us settle the mere
realizability of program verifiers. Here, we have good news. Mechanical tools for pro-
gram verification have been built since the 1970s [0,9]. Because human users interact
with the verifier, theoretical issues like undecidability are not show-stoppers in practice.
In the last several decades, extensive theory and tools for various logics and decision
procedures have been developed. Although research is still going on in these areas, the
field has become mature enough that some recent prize-winning papers have primarily
concerned the application of program verification [7, 11], rather than just technology
building blocks used to construct program verifiers.

For a program verifier to work, one also needs to understand the semantics of the
programming language and to provide a specification methodology that stands up to
good modularity and information-hiding principles. The language semantics developed
decades ago still provides a good foundation today [6, 10, 4]. In the last decade, several



specification methodologies have been developed to address the specification problem
associated with pointers and modularity [5].

So, program verifiers can be built. How are they used? The verifier needs the pro-
gram to be verified and it needs a specification of what it means for the program to
be correct. If the specification is fixed, one can hope for a fully automatic verifier, for
example one built using techniques of abstract interpretation or model checking.

More generally, the specification comes from a combination of usage rules imposed
by the language (such as rules about accessing arrays within their bounds), additional
usage rules imposed by the verifier (such as a discipline to avoid deadlocks), and user-
supplied specifications (such as procedure postconditions). In addition, the verifier gen-
erally needs help in completing proofs, and this help may come, for example, in the
form of manually supplied loop invariants and commands that invoke proof tactics.

A common and general pattern for architecting a program verifier is to first generate
a set of logical verification conditions (VCs) from the given program and then process
these by some kind of reasoning engine. This has the advantage of separating intricacies
of the programming language and the modeling thereof from the underlying logic and
its proof procedures. Given this architecture, it is meaningful to categorize program
verifiers according to where user input is supplied. In particular, we may consider if
user input is supplied before or after VC generation. If the user input is supplied after
VC generation, which is the typical case when the reasoning engine is an interactive
proof assistant, then the tool offers what is known as interactive verification. Tools
where user input is supplied before VC generation therefore lie between automatic and
interactive verification, which we will give the name auto-active verification.

In the 1990s, there was a shift toward auto-active verification, where all interaction
with the program verifier was done with annotations supplied in the program text [3].
This was made possible by powerful automatic satisfiability-modulo-theories (SMT)
solvers [2]. Another enabler is the fact that proofs often need many of the same cases
that programs consider; for example, an if statement in a program usually goes hand-
in-hand with a case split in the proof. This gives further credibility to the approach of
supplying all human input before VC generation.

1 Bridging the Gap Between User and Tool

Despite these advances, we argue, based on our own experience in building and using
auto-active program verification tools (e.g., [1, 8]), that program verification is currently
unusable, because current tools require too much expertise from the user. Stated differ-
ently, tools can understand our programs, but we cannot understand our tools. Input
languages are too hard for the uninitiated to understand. It is too difficult to coax the
reasoning engine into completing a proof. Error messages are too cryptic to decipher.
And the time the user has to wait for feedback is too long. The problems we have men-
tioned are noticeable even for expert users, though experts may be able to cope with
them. We are upping the ante to cover more users than just experts: we argue that be-
fore program verification can be called usable, it must provide a cost-effective solution
to serious non-expert users.
To address these issues, we propose research along the following lines.



First, we argue that auto-active verification tools are the only ones that can stand a
chance of ever being usable by non-experts. It is hard enough to learn the concepts of
program verification and how they apply to programs written in a particular language.
To also have to look at a verifier’s logical encoding of the program semantics and learn
effective commands that guide an interactive proof assistant to a proof is asking too
much.

Second, any program verification system is likely to have hick-ups and non-obvious
moments. Therefore, one should anticipate that users will apply a fair amount of trial
and error, if for no other reason than that they did not read the manual carefully enough.
To that end, it is essential that the verification time be as short as possible. Notice that the
time for failed verifications is far more important to optimize than the time to construct
or replay succeeding proofs, because the failed verifications are all done on the user’s
time.

To optimize these times, it helps to have a fast reasoning engine. Beyond that, it
seems that one can obtain practically important speed-ups by keeping track of what
needs to be re-proved after a change in a program. Such tracking may be done at the
level of control paths in a procedure and may use previously completed proofs to deter-
mine dependencies.

It may also be possible to unleash the power of a prover in stages. For example, start
by attempting the proof using a simple encoding or axiomatization. If the proof fails,
report a tentative error to the user. Meanwhile, continue the proof search using more
expensive but more powerful strategies.

Third, the process of deciphering error messages must be simplified. Beyond getting
an indication of which proof obligation is failing, it is important to receive information
about how the failure may occur, maybe even hints as to what the user can do to prevent
the failure. We envision a debugging interface akin to dynamic debuggers, where one
can step through program states (forwards and backwards), inspect values of program
variables (including values obtained by dereferencing pointers in the program’s mem-
ory), find out which program-declared properties have been applied in a proof attempt,
and discover how supplied invariants may fail to be inductive and how other specifica-
tions may be too weak.

2 Conclusion

In summary, program verification technology has come a long way. We have a good
idea of how to use programming-language semantics, specifications, VC generation,
and automatic decision procedures to verify programs. However, to make program ver-
ification usable, it must reach a level where it can be comfortably be applied by moti-
vated non-experts. We have proposed a research agenda for how to continue to make
progress on verification tools in software engineering. The agenda reduces the empha-
sis on new advances in the core technologies of provers and semantics, areas where
significant progress has already been made. The agenda instead places strong emphasis
on user-interface considerations that let the user’s attention stay within the context of
the program being verified, prioritize speedy delivery of error messages relevant to the
user’s current focus, and give better explanations of the errors reports.
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